On the “need” for log-transformation

-----Original Message-----

Sent: Saturday, January 13, 2007 4:06 PM

To: Eyal Shahar

Subject: Log transformation

Dr. Shahar,

I have been urged by one reviewer to consider log transforming many of the variables in the paper.  Previously you have mentioned that log transforming is generally not necessary.  I have had a difficult time finding a good reference on this to reply with and better clarify the thinking behind it.  Do you have any good references about when and why or why not to transform variables?

----------

My reply:

Good references should be provided by those who argue that transformation is needed (and they should also explain why).  In a nut shell:

1.  Are we talking about the dependent variable (y) or about an independent variable (x) or both?

2.  If we talk about the dependent variable (which is not your case), the story may be traced to misunderstanding of the assumptions of the linear regression model.  None of the assumptions of that model require a normally distributed dependent variable.  See, for example: Allison PD: multiple regression-a primer (a book).  On page 130 he writes:

"Much confusion exists about the normality assumption for multiple regression.  Many people think that all the variables in a regression equation must be normally distributed.  Nothing could be further from the truth.  The only variable that is assumed to have a normal distribution is the disturbance term U, which is something we can't observe directly.  The x variables can have any kind of distribution.  Because y is a linear function of both the x's and U, there's no requirement that y be normally distributed either.

Another thing to keep in mind about the normality assumption is that it's probably the least important of the five assumptions...."

3.  Sometimes, however, log transformation of the DEPENDENT variable helps to satisfy another assumption of linear regression (homoscedasticity). (see page 154).  Nonetheless, for reasons that have nothing to do with classical statistics or model assumptions, I actually argue that the dependent variables in linear regression should ALWAYS be log-transformed, followed by computation of a geometric mean ratio (rather than a mean difference.)  I am talking about linear regression in the context of estimating an effect--not for purely predictive purpose. The explanation is too long and goes back to fundamental questions about measuring effects:  should effects be measured as differences or as ratios, or may we simply toss a coin to decide?

4.  If we talk about the independent variable (x), then log-transformation is, in my view, nonsense.  The issue turns to be exploring the dose-response function for a continuous exposure, and there is an inventory of methods to do so.  Log-transformation does not help much, if at all.  Here, my argument applies to ANY regression model (linear, logistic, Cox, etc.)

